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The Hückel (tight-binding) molecular orbital (HMO) method has found many applications in the chemistry of alternant conjugated molecules, such as polycyclic aromatic hydrocarbons (PAHs), fullerenes and graphene-like molecules, as well as in solid-state physics. In this paper, we found analytical expressions for the electron density matrix of the HMO method in terms of odd-powers of its Hamiltonian. We prove that the HMO density matrix induces an embedding of a molecule into a high-dimensional Euclidean space in which the separation between the atoms scales very well with the bond lengths of PAHs. We extend our approach to describe a quasi-correlated tight-binding model, which quantifies the number of unpaired electrons and the distribution of effectively unpaired electrons. In this case, we found that the corresponding density matrices induce embedding of the molecules into high-dimensional Euclidean spheres where the separation between the atoms contains information about the spin–spin repulsion between them. Using our approach, we found an analytic expression which explains the bond length alternation in polyenes inside the HMO framework. We also found that spin–spin interaction explains the alternation of distances between pairs of atoms separated by two bonds in conjugated molecules.

1. Introduction

The Hückel molecular orbital (HMO) method was introduced 85 years ago [1–3] and proved to be remarkably good in describing the electron hopping on \(\pi\)-electronic systems [4,5] as well as in solid-state physics [6]. In molecular systems like those having conjugated \(\pi\) bonds, each carbon atom has an
sp\textsubscript{2} hybridization which forms a trigonal planar framework characterized by its rigidity and lack of polarization [7]. The frontal overlapping of adjacent carbon atoms creates very stable \(\sigma\)-bonds. In addition, each carbon centre contains one hybridized \(p\) orbital which is perpendicular to the \(sp\textsubscript{2}\) plane. The lateral \(p\textsubscript{z} - p\textsubscript{z}\) overlapping between two adjacent carbon atoms creates very labile \(\pi\)-bonds. Thus, it is clear from the reactivity of this molecule that a \(\sigma - \pi\) separation is plausible and we can consider that our basis set consists of orbitals centred on the particular carbon atoms in such a way that there is only one orbital per spin state at each site. Then, using the second quantization approach the HMO Hamiltonian reads as

\[
\hat{H} = -\sum_{ij\nu} t_{ij\nu} \hat{c}_i^\dagger \hat{c}_j, 
\]

where \(\hat{c}_i^\dagger (\hat{c}_j)\) annihilates (creates) a \(\pi\)-electron with spin \(\nu\) in an orbital centred at the atom \(i\), and \(t_{ij}\) is an integral which controls the hopping of a \(\pi\)-electron from one site \(i\) to a nearest neighbour \(j\). The physical assumption of this model, as expressed by its Hamiltonian, is that the potential is so large that the electrons are tightly bounded to their atoms—this is the reason of the term ‘tight-binding’ used for these models—with only occasional hops from one atom to another.

Let us use the standard notation \(t_{ii} = -\alpha_i\) and \(t_{ij} = -\beta_{ij}\). Then, we can write the HMO Hamiltonian as

\[
\hat{H} = \sum_{i\nu} \alpha_i \hat{c}_i^\dagger \hat{c}_i + \sum_{(ij)\nu} \beta_{ij} \hat{c}_i^\dagger \hat{c}_j. 
\]

For the study of carbon-conjugated molecules, the HMO method further assumes that (i) all diagonal elements of \(\hat{H}\) have the same value \(\alpha\), (ii) \(\beta_{ij} = 0\) if the atoms \(i\) and \(j\) are not bonded, and (iii) all carbon–carbon bonds have the same strength, such that all non-zero off-diagonal elements of \(\hat{H}\) have the same value \(\beta\). The resulting HMO Hamiltonian is simply

\[
\hat{H} = \alpha A + \beta I, 
\]

where \(I\) is the identity matrix, and \(A\) is the adjacency matrix whose entries are defined as \(A_{ij} = 1\) if the atoms \(i\) and \(j\) are bonded, or zero otherwise.

Recently, there has been a rebirth of interest in HMO triggered by the discovery a very large carbon molecules, such as fullerenes, nanotubes and graphene [8–11], but also by the study of quantum phenomena in molecules like destructive interference [12–16]. The fundamental role of the HMO Green function in explaining the phenomenon of destructive quantum interference has been clarified by a series of papers [17–19], which has conducted an exhaustive analysis of this function from a physico-mathematical point of view [20]. The thermal Green function of the HMO method was also studied in a general graph-theory context [21] and of the quantum-harmonic oscillators [22]. Estrada & Benzi [23] have also found the structural meaning of the HMO total energy, which resulted to be a contribution from even powers of the HMO Hamiltonian. The works of Luzanov et al. [24–26] about a quasi-correlation tight-binding (QCTB) model of HMO type is another example of beautiful extension of the classical HMO method beyond its original horizons to account for radicaloid structure in polycyclic aromatic compounds. In his 2000 Nobel lecture ‘The discovery of polyacetylene film: the dawning of an era of conducting polymers’ [27] Hideki Shirakawa recognized the value of HMO in determining that ‘the difference between the lengths of double and single bonds decreases with increasing the conjugation and that all the bonds tend to be of equal length in an infinitely long polyene’. This prediction is based on the known relationship between the HMO bond orders and the bond distances in these molecules.

Here, we show analytically that the HMO density matrix induces an embedding of a molecule into a Euclidean space, in such a way that the separation between the atoms in such space provides their bond distances. In this work, we use the connection between HMO and graph theory, which allows not only the numerical characterization of molecular properties, but also more importantly its conceptual understanding in terms of simple molecular concepts. In particular, we prove that the HMO density matrix can be expressed in terms of odd powers of the HMO Hamiltonian, which corresponds to the adjacency matrix of the molecular graph. We extend
2. Hückel molecular orbital density matrix and walks

The HMO density matrix $P$ is the matrix whose $r,s$ entries are defined by

$$P_{rs} = \sum_{j}^{\text{occ}} \psi_{r,j} \psi_{s,j},$$

(2.1)

where $\psi_{r,j}$ is the entry of the $j$th eigenvector of $\hat{H}$ corresponding to the atom $r$ and the sum is carried out over all occupied orbitals. The diagonal elements of the density matrix $P_{rr} = \sum_{j}^{\text{occ}} \psi_{r,j}^2$, corresponds to the electron density at the atom $r$ and the non-diagonal terms correspond to one half of the bond order between the two atoms. Positive bond orders indicate bonding properties between the two atoms, while negative values indicate antibonding properties between the corresponding atoms. No-bonding is indicated by $P_{rs} = 0$.

Here we consider only molecules represented by non-singular HMO Hamiltonians $\hat{H}$, i.e. $\text{Re}(\lambda_j) \neq 0$ for all $j$. Then, the HMO density matrix function can be written as

$$P_{\mu} = \frac{1}{2}(I - \text{sgn} (\hat{H} - \mu I)),
$$

(2.2)

where $\mu$ is a reference energy and $\text{sgn}(M)$ represents the sign matrix function of the matrix $M$. The sign matrix function is defined as follows [28–30]. Let $M = PJP^{-1}$ be the Jordan canonical form of the matrix $M$, where $J = \text{diag}(J_1, \ldots, J_k)$. Then, the sign matrix function of $M$ is defined as

$$\text{sgn}(M) = P \text{sgn}(J) P^{-1},$$

(2.3)

where $\text{sgn}(j) = \text{diag}(\text{sgn}(J_1), \ldots, \text{sgn}(J_k))$ and the sign of the Jordan block $J_i$ of size $p$ with eigenvalue $\lambda$ is typically defined as

$$\text{sgn}(J_i) = \begin{cases} I_{p \times p} & \text{if Re(} \lambda) > 0, \\ -I_{p \times p} & \text{if Re(} \lambda) < 0, \\ 0_{p \times p} & \text{if Re(} \lambda) = 0. \\ \end{cases}$$

(2.4)

The connection between electron density matrix and the matrix sign function is well documented (see, for instance, [31,32]). Hereafter we consider that $\hat{H} = -A$—this assumes that $\beta < 0$—and let $\mu = 0$. Then, the HMO charge-density matrix takes the form

$$P = P_0 = \frac{1}{2}(I + \text{sgn}(A)).$$

(2.5)

Now we are going to find an interpretation of the HMO density matrix in terms of walks on graphs. We start by reminding that the matrix sign function can be expressed as $\text{sgn}(M) = M(M^2)^{-1/2}$ for $\|M\| < 1$ [30]. Then we can write

$$\text{sgn}(A) = \frac{A}{\lambda_1} \left( \frac{A^2}{\lambda_1^2} \right)^{-1/2} = \frac{A}{\lambda_1} \left( I + \left( \frac{A}{\lambda_1} \right)^2 - I \right)^{-1/2} = \frac{A}{\lambda_1} (I + B)^{-1/2},$$

(2.6)

where $B = (A/\lambda_1)^2 - I$ and $\lambda_1$ is the largest eigenvalue of $A$. Then, using the binomial theorem we can express the HMO density matrix in terms of powers of the matrix $B$

$$P = \frac{1}{2} \left( I + \frac{A}{\lambda_1} \sum_{k=0}^{\infty} \frac{(2k-1)!!}{(2k)!!} (-B)^k \right),$$

(2.7)
for which the first few terms reads as
\[
P = \frac{1}{2} \left( 1 + \frac{A}{\lambda_1} \left( I - \frac{1}{2} \left( \frac{A^2}{\lambda_1^2} - I \right) \right) + \frac{3}{8} \left( \frac{A^2}{\lambda_1^2} - I \right)^2 - \frac{5}{16} \left( \frac{A^2}{\lambda_1^2} - I \right)^3 + \cdots \right). \tag{2.8}
\]

By developing these terms of the power series, we arrive at the following expression for the HMO density matrix:
\[
P = \frac{I}{2} + \left( \frac{1}{2} + \frac{1}{4} + \frac{3}{16} + \frac{5}{32} + \cdots \right) \frac{A}{\lambda_1} - \left( \frac{1}{4} + \frac{3}{8} + \frac{15}{32} + \cdots \right) \frac{A^3}{\lambda_1^3}
+ \left( \frac{3}{16} + \frac{15}{32} + \cdots \right) \frac{A^5}{\lambda_1^5} - \left( \frac{5}{16} + \cdots \right) \frac{A^7}{\lambda_1^7} \cdots. \tag{2.9}
\]

Let us now introduce the following concept. Let \( G = (V, E) \) be a molecular graph with adjacency matrix \( A \) (for an introduction into the topic, see [33]). That is, we represent the hydrogen-depleted skeleton of a molecule in form of a graph, such that every carbon atom is represented by a node \( i \in V \) and every covalent bond between two atoms \( i \) and \( j \) is represented by an edge \((i, j) \in E\). Then, a walk of length \( k \) in the graph \( G \) is a set of nodes \( i_1, i_2, \ldots, i_k, i_{k+1} \) such that for all \( 1 \leq l \leq k, (i_l, i_{l+1}) \in E \). A closed walk is a walk for which \( i_1 = i_{k+1} \). It is known that \((A^k)_r\) counts the number of walks of length \( k \) between the nodes \( r \) and \( s \). In a similar way, \((A^k)_{rr}\) counts the number of closed walks (CW) of length \( k \) starting (and ending) at the node \( r \) [34]. Consequently, we have the following interpretation of the HMO density matrix elements:

- the HMO electron density over a given atom \( P_{rr} \) is a weighted sum of closed walks of odd length starting (and ending) at the corresponding atom;
- the HMO bond order between two atoms \( P_{ij} \) is a weighted sum of walks of odd length between the corresponding atoms.

The main conclusion of this section is that the HMO density matrix can be written on the basis of contributions coming only from odd powers of the Hamiltonian with alternant signs,
\[
P = \frac{I}{2} + a_1 \frac{A}{\lambda_1} - a_3 \frac{A^3}{\lambda_1^3} + a_5 \frac{A^5}{\lambda_1^5} - a_7 \frac{A^7}{\lambda_1^7} + a_9 \frac{A^9}{\lambda_1^9} - \cdots. \tag{2.10}
\]

There are two unexpected findings in connection to the relationship between the density matrix and the powers of the HMO Hamiltonian. The first is that this relation is based only on odd-powers of the HMO Hamiltonian and the second is the alternation of the contributions of different powers. Let us first consider the influence of odd-powers on the diagonal and non-diagonal entries of the density matrix. If we first restrict ourselves to alternant molecules, whose graphs are bipartite, then we have the following important observations: (i) there are no closed walks of odd length starting at any atom of the molecule and (ii) every walk of odd length starting at a node \( p \) and ending at a node \( q \) encloses an alternant path. An alternant path is a path in which a double-bond alternates with a single one. As a consequence of these observations, we have that in alternant molecules the \( \pi \) electron density on every atom is equal to 1/2 due to the fact that \( a_1 = \cdots = a_n = 0 \) in equation (2.10). On the other hand, the bond order of a bond \( p, q \) is given by the sum of positive and negative contributions of all alternant paths connecting the two atoms. Here, the sign of the contributions plays an important role. For instance, let us consider 1,3-cyclobutadiene. In this case, the bond order of the bond 1,2 is given by the contribution \( a_1 \) due to the fact that the two atoms are connected, then there is a negative contribution coming from the coefficient \( a_3 \) due to the fact that the atoms 1 and 2 are also joint by an alternant path of length 3, which in this case involves the 4-cycle: \( C_1 - C_4 - C_3 - C_2 \). It is known by the Hückel rule that rings of length 4\( j \) \((j = 0, 1, \ldots)\) are destabilizing of \( \pi \)-electronic systems. The stabilizing contribution of the path \( C_1 - C_2 - C_3 - C_4 \) to the bond \( C_1 - C_2 \) comes here by counting walks of length 5, such as 1-2-3-4-3-2. Thus, in general, the contributions coming from the powers \( A^{4j+1} \) \((j = 0, 1, \ldots)\) are positive due to the fact that they involve conjugated paths of length 4\( j + 2 \). On
the other hand, the contributions from powers $A^{4j+3}$ ($j = 0, 1, \ldots$) are negative due to the fact that they involve paths of length $4j$. In the case of non-alternant molecules, the main difference is that the electron density on the atoms is no longer equal to $1/2$, but it is also affected by closed walks of odd-lengths existing in those molecules. The alternation of the signs in the contributions to equation (2.10) accounts for the stability of the free radicals formed in those systems. For instance, the negative sign of $a_3$ indicates that the closed walks of length 3 make negative contributions to the electron charge. This is due to the fact that in a cyclobutenyl radical, there are four electrons (two from the double bond and two from the lone pair) which equals to the $4j$ ($j = 0, 1, \ldots$) rule. By contrast, in the cyclopentadienyl radical there are six electrons, which obeys the $4j + 2$ ($j = 0, 1, \ldots$) rule.

Before finishing this section, we want to remark that the use of walks in understanding HMO structure and molecular properties in general has been very successful (see, for instance, [35,36]). The initial researches in the connection between powers of the HMO Hamiltonian and electronic properties of molecules were due to Rudolf Marcus in 1965 [37] and Cyrot-Lackmann in 1968 [38,39]. Further works extended these ideas to develop the so-called ‘method of moments’ [40–43]. More recently, it has been used in combination with modern quantum chemical methods to study inorganic molecules [44] as well as in terms of matrix functions as the one studied here (see, for instance, [45]).

3. The geometry induced by Hückel molecular orbital electron-density matrix

Let us ask the following question: How do the electron densities at the atoms and bonds of a molecule separate the corresponding atoms from each other? That is, we should expect that high electron densities at the atoms $r$ and $s$, respectively, will make that the two atoms repel each other increasing their separation. On the other hand, a high electron density between the two atoms indicates that they attract each other and so decreases their separation in space. Let us then define the following quantity which captures the difference between these two competing factors

$$\delta_{rs}^2 = P_{rr} + P_{ss} - 2P_{rs}. \quad (3.1)$$

A short separation $\delta_{rs}^2$ between the atoms $r$ and $s$ then depends on the fact that $P_{rr}$ and $P_{ss}$ are relatively small and that $P_{rs}$ is relatively large. Let us write this expression in vector-matrix form

$$\Delta^2 = p \cdot 1^T + 1 \cdot p^T - 2p, \quad (3.2)$$

where $p = \text{diag}(P)$. Let $P = V \Sigma V^T$ be the spectral decomposition of the electron density matrix, where $V = [v_1, v_2, \ldots, v_n]$ and $\Sigma = \text{diag}(\sigma_j)$. Then, $\delta_{rs}^2$ can be written as

$$\delta_{rs}^2 = \sum_{j=1}^{n} v_j^2(r) \text{sgn}(\sigma_j) + \sum_{j=1}^{n} v_j^2(s) \text{sgn}(\sigma_j) - 2 \sum_{j=1}^{n} v_j(r)v_j(s) \text{sgn}(\sigma_j). \quad (3.3)$$

The eigenvalues of $P$ are either 1 or 0, each of them with multiplicity $n/2$. Then,

$$\delta_{rs}^2 = \sum_{j=1}^{n/2} (v_j^2(r) + v_j^2(s) - 2v_j(r)v_j(s))$$

$$= \sum_{j=1}^{n} (v_j^2(r) + v_j^2(s) - 2v_j(r)v_j(s)) \quad (3.4)$$

$$= \sum_{j=1}^{n} (v_j(r) - v_j(s))^2. \quad (3.5)$$

Let $\xi_r = [v_1(r), v_2(r), \ldots, v_n(r)]^T$, then we can write

$$\delta_{rs}^2 = (\xi_r - \xi_s)^T(\xi_r - \xi_s)$$
which means that $\delta_{rs}^2$ is a squared Euclidean distance between the atoms $r$ and $s$. It is easy to see that if the adjacency matrix has spectral decomposition $A = U \Lambda U^T$, then because $P = U \operatorname{sgn}(A + I) U^T$, then we have $\delta_{rs}^2 = 1 + \sum_{j=1}^n (\psi_j(r) - \psi_j(s))^2 \operatorname{sgn}(\lambda_j)$, where $\psi_j$ and $\lambda_j$ are eigenvectors and eigenvalues of $A$. The expression is equivalent to consider only the sum over the occupied orbitals: $\delta_{rs}^2 = 1 + \sum_{j=1}^{\text{occ}} (\psi_j(r) - \psi_j(s))^2$. For a general proof of the embedding of graphs in Euclidean spaces, the reader is directed to [46].

The vector $\zeta_r$ represents the position vector of the atom $r$ in a Euclidean space in which the molecule is embedded. That is, the vector uniquely determines the position of the atom $r$ in this Euclidean space which naturally emerges from the electron density properties of the molecule. If we consider two atoms $r$ and $s$, then we can consider the angle between the two corresponding position vectors of these atoms in the embedding space [47]. That is,

$$
\cos \theta_{rs} = \frac{\zeta_r \cdot \zeta_s}{\|\zeta_r\| \|\zeta_s\|}.
$$

Note that $\theta_{rs}$ is not a bond angle. The angle $\alpha_{rst}$ formed by the atoms $\zeta_{r,s,t}$ is related to the electron density distance by $\alpha_{rst} = (\delta_{rs} + \delta_{st} - \delta_{rt})/(2 \sqrt{\delta_{rs} \delta_{st}})$. Instead, the electron density angles and distances are related via the following expression:

$$
\delta_{rs}^2 = \|\zeta_r\|^2 + \|\zeta_s\|^2 - 2 \|\zeta_r\| \|\zeta_s\| \cos \theta_{rs}.
$$

(a) Geometric meaning of bond orders

The concept of bond order was first introduced by Coulson as the off-diagonal entries of the ‘charge–bond order matrix’ [48]. This quantity characterizes very well the degree of $\pi$-bonding between two atoms in a conjugated system. It is clear that this $\pi$-bond order decays with the increase of conjugation of the corresponding bonds. According to its definition based on the orbital coefficients the Coulson bond order is related to the ‘degree to which the different $\pi$-orbitals have significant simultaneous (and ‘left in phase’) contributions from the basis orbitals of both atoms in question’ [49]. As remarked by Mayer, this concept is indeed related to Lewis’s shared electron concept in spite of the fact that ‘there is no $\pi$-electron charge shared between the atoms’ [49]. Thus, although bond order is an intuitive concept, easy to define in terms of orbital coefficients, having a different interpretation, i.e. a geometric one, can help us understanding better more complex situations in which the concept is involved. Here we give such geometric interpretation using the electron density angles defined in this work.

First, we start by observing that the length of the vector $\zeta_r$ is $\|\zeta_r\|^2 = P_{rr}$. Thus, the electron density angle is related to the electron density and bond order as follows:

$$
\cos \theta_{rs} = \frac{P_{rs}}{\sqrt{P_{rr} P_{ss}}}.
$$

Then, in conjugated alternant molecules where $P_{rr} = 1/2$ for all atoms we have

$$
\cos \theta_{rs} = 2P_{rs} = \rho_{rs}.
$$

where $\rho_{rs}$ is the bond order of the corresponding bond. The angle $\theta_{rs}$ indicates the collinearity between the position vectors $\zeta_r$ and $\zeta_s$, such that angles close to zero indicate that both position vectors are highly collinear, which corresponds to the maximum bond order between the two atoms (note that it refers here to the $\pi$ bond order which is between zero and one). On the contrary, when the angle is 90° the two position vectors are perpendicular and the bond order between the two atoms is zero. In closing, the bond order represents the collinearity between the position vectors of the corresponding atoms in the density matrix Euclidean space.
Figure 1. Illustration of the electron density distance $\delta_{rs}$ and angle $\theta_{rs}$ for two atoms $r$ and $s$. The point $O$ represents the centre of the coordinate system where the position vectors start. (Online version in colour.)

On the other hand, on the definition of the electron density distance, we can easily observe that

$$\rho_{rs} = 1 - \delta_{rs}^2,$$

which means that the bond order is the difference between a hypothetical interatomic distance equal to one and the actual squared electron density distance between the two atoms. Then, the maximum $\pi$ bond order between the two atoms is obtained when the squared electron density distance is close to zero, and the minimum bond order is when the squared electron density distance is exactly the unity. In figure 1, we show a geometric interpretation of the electron density distances and angles in molecules.

The electron density distance is linearly related to the bond lengths in conjugated molecules, such as in polycyclic aromatic hydrocarbons (PAHs). In table 1, we report the parameters of the linear correlation observed between the electron density distances and the experimental bond distance for 18 PAHs according to the linear regression $r_{rs} = m\rho_{rs}^2 + b$, where $r_{rs}$ is the bond length determined by X-rays crystallography. In table 1, we also give the values of the linear regression coefficient $r$ and the root mean squared error (RMSE) of the regression. We also provide the statistical parameters of a general regression including all 18 PAHs. The experimental bond distances are taken from [50] and references therein. As can be seen the correlation between the electron density distances and the experimental bond lengths is remarkably good. This relationship between two Euclidean distances can be seen as a transformation of coordinates from the circum-Euclidean ones in which the electron density distances embed the molecule to the physical three-dimensional space in which the molecules exist. Then, it provides a geometric explanation to the well-known relationship between the bond orders and bond lengths due to the fact that $r_{rs} = m(1 - \rho_{rs}) + b = -m\rho_{rs} + c$.

4. Quasi-correlated tight-binding model

One of the areas in which the HMO density matrix has found new grounds of interesting applications is in the diagnostic of radicaloid states in formally closed-shell molecules. In particular, the quasi-correlated tight-binding (QCTB) model quantifies the number of unpaired electrons and the distribution of effectively unpaired electrons (EUE) over the molecule [24–26]. The theory has been successfully applied to polycyclic aromatic hydrocarbons and graphene-like molecules. Here we follow [26] in presenting this theory. The QCTB is based on a modification of the HMO Hamiltonian of bipartite molecules in the following way. The HMO Hamiltonian of a
bipartite molecule can be written as

\[ \hat{H} = -A = - \begin{pmatrix} 0 & B \\ B^T & 0 \end{pmatrix}, \]

where \( B \) is a block indicating the connection between starred and unstarred atoms in the molecule and 0 is an all-zeroes block. QCTB further assigns some spin up \( \sigma_1 \) to one of the sets of atoms, e.g. the starred ones, and spin down \( \sigma_2 \) to the other set, e.g. to unstarred ones. Then, the following two HMO-like Hamiltonians are written for a bipartite molecule

\[ \hat{H}^{\sigma_1} = - \begin{pmatrix} \delta I & B \\ B^T & \delta I \end{pmatrix}, \]

and

\[ \hat{H}^{\sigma_2} = - \begin{pmatrix} \delta I & B \\ B^T & -\delta I \end{pmatrix}. \]

We should note that \( A = -(\hat{H}^{\sigma_1} + \hat{H}^{\sigma_2}) \). Now, we obtain the respective density matrices for both Hamiltonians

\[ P^{\sigma_1} = \frac{1}{2}(I - \text{sgn}(H^{\sigma_1})) \]

and

\[ P^{\sigma_2} = \frac{1}{2}(I - \text{sgn}(H^{\sigma_2})). \]
The full charge density matrix is simply obtained by adding both spin-based density matrices
\[
P_{\text{QCTB}} = P_{\text{QCTB}}^P + P_{\text{QCTB}}^N = I + A(A^2 + \delta^2 I)^{-1/2}. \tag{4.6}
\]

We now express the full charge density matrix as a power series of the adjacency matrix of the molecular graph,
\[
P_{\text{QCTB}} = I + \frac{A}{\sqrt{\mu_1}} \left( I + \frac{B}{\mu_1} - I \right)^{-1/2}
= I + \frac{A}{\sqrt{\mu_1}} (I + C)^{-1/2}, \tag{4.7}
\]
where \(\mu_1 = \lambda_1^2 + \delta^2, B = A^2 + \delta^2 I\) and \(C = B/\mu_1 - I = (A^2 - \lambda_1^2 I)/\mu_1\). Note that \(\|C\| < 1\). Then we can expand \((I + C)^{-1/2}\) as a power series to obtain
\[
P_{\text{QCTB}} = I + \frac{A}{\sqrt{\mu_1}} \left[ I - \frac{A^2 - \lambda_1^2 I}{2\mu_1} + \frac{3(A^2 - \lambda_1^2 I)^2}{8\mu_1^2} - \frac{5(A^2 - \lambda_1^2 I)^3}{16\mu_1^3} + \cdots \right], \tag{4.8}
\]
which can be expressed in the following way:
\[
P_{\text{QCTB}} = I + \left( \frac{1}{\mu_1} + \frac{\lambda_1^2}{2\mu_1^{3/2}} + \frac{\lambda_1^4}{8\mu_1^{5/2}} + \frac{\lambda_1^6}{16\mu_1^{7/2}} + \cdots \right) A
- \left( \frac{1}{2\mu_1^{3/2}} + \frac{\lambda_1^2}{4\mu_1^{5/2}} + \frac{3\lambda_1^4}{16\mu_1^{7/2}} + \cdots \right) A^3
+ \left( \frac{3}{8\mu_1^{5/2}} + \frac{3\lambda_1^2}{16\mu_1^{7/2}} + \cdots \right) A^5
- \left( \frac{5}{16\mu_1^{7/2}} + \cdots \right) A^7 + \cdots. \tag{4.9}
\]

Now, because \(\mu_1 = \lambda_1^2 + \delta^2\) it is easy to see that if \(\delta = 0\), expression (4.9) is identical to the HMO charge density matrix as expected. The important conclusion here is that the QCTB density matrix displays the same pattern of powers and sign alternation as the HMO density matrix previously developed here: \(P = I/2 + a_1(A/\lambda_1) - a_3(A^3/\lambda_1^3) + a_5(A^5/\lambda_1^5) - a_7(A^7/\lambda_1^7) + \cdots\).

The most important quantity in the QCTB method is the unpaired electron density matrix \(P_U\) which is obtained as follows. Let us first consider the duodempotency deviation matrix \(P_{\text{odd}} = 2P - P^2\) [52]. Then, \(P_U = (P_{\text{odd}})^2\), where \(P_{\text{odd}} = (P^2)(A^2 + \delta^2 I)^{-1}\). Then, using similar techniques as the ones previously developed here we express \(P_U\) in terms of powers of the adjacency matrix
\[
P_U = \delta^4(A^2 + \delta^2 I)^{-2}
= \left( 1 + \frac{2\lambda_1}{\mu_1} + \frac{3\lambda_1^2}{\mu_1^3} + \frac{4\lambda_1^6}{\mu_1^7} + \cdots \right) I
- \left( \frac{2}{\mu_1} + \frac{6\lambda_1^2}{\mu_1^3} + \frac{12\lambda_1^4}{\mu_1^7} + \cdots \right) A^2
+ \left( \frac{3}{\mu_1^3} + \frac{4\lambda_1^2}{\mu_1^7} + \cdots \right) A^4
- \left( \frac{4}{\mu_1^7} + \cdots \right) A^6 + \cdots. \tag{4.10}
\]

This clearly indicates that the unpaired electron density matrix \(P_U\) depends only on even-length walks between the atoms of the molecules. The total number of unpaired electrons \(N_U\) is
then $\text{Tr}(P_U)$, thus

$$
N_U = \left(1 + \frac{2\lambda_1}{\mu_1} + \frac{3\lambda_4}{\mu_1^2} + \frac{4\lambda_6}{\mu_1^3} + \cdots \right) n
$$

$$
- 2 \left( \frac{2}{\mu_1} + \frac{6\lambda_1}{\mu_1^2} + \frac{12\lambda_4}{\mu_1^3} + \cdots \right) m
$$

$$
+ \left( \frac{3}{\mu_1^2} - \frac{4\lambda_1}{\mu_1^3} - \cdots \right) \text{Tr}(A^4)
$$

$$
- \left( \frac{4}{\mu_1^3} - \cdots \right) \text{Tr}(A^6) + \cdots, \quad (4.11)
$$

where $n$ and $m$ are the number of atoms and bonds, respectively. This expression represents the count of closed walks of even length starting (and ending) at every atom in the molecule.

(a) The geometry of the quasi-correlated tight-binding matrices

We start here by noticing that the spectral radius of $A(A^2 + \delta^2 I)^{-1/2}$ is smaller than one. That is, we can see that

$$
\lim_{k \to \infty} [A(A^2 + \delta^2 I)^{-1/2}]^k = 0. \quad (4.12)
$$

Consequently, $\rho(A(A^2 + \delta^2 I)^{-1/2}) < 1$, where $\rho(M)$ is the spectral radius of the matrix $M$, and all the eigenvalues of $A(A^2 + \delta^2 I)^{-1/2}$ are inside the unit circle. This implies that $P_{QCTB}$ is positive definite. Indeed, the $P_{QCTB}$ matrix can be written as

$$
P_{QCTB} = U \left( \frac{\Lambda}{(A^2 + \delta^2 I)^{1/2}} + I \right) U^T, \quad (4.13)
$$

where $U$ and $\Lambda$ are defined by $A = U\Lambda U^T$. We have previously proved [46] that every positive definite function of the adjacency matrix produces an embedding of the corresponding graph in an $(n - 1)$-dimensional Euclidean sphere. Notice that the 1-sphere is a circumference, the 2-sphere is the three-dimensional sphere and so on.

Thus, let $\tilde{P}_{rs}$ denote the $r,s$ entry of the QCTB matrix $P_{QCTB}$. Then, we can define the quantity

$$
\tilde{\delta}_{rs}^2 = \tilde{P}_{rr} + \tilde{P}_{ss} - 2\tilde{P}_{rs}, \quad (4.14)
$$

which can be written as

$$
\tilde{\delta}_{rs}^2 = \sum_{j=1}^{n} \frac{\lambda_j}{\lambda_j^2 + \delta^2} (\psi_j(r) - \psi_j(s))^2. \quad (4.15)
$$

In a similar way as we have proved for the HMO density matrix, it is easy to see that $\tilde{\delta}_{rs}^2$ is a square distance function between the pairs of atoms $r$ and $s$.

The matrix

$$
\tilde{\Delta}^2 = \text{diag}(\tilde{P}) \cdot \mathbf{1}^T + 1 \cdot \text{diag}(\tilde{P})^T - 2\tilde{P}, \quad (4.16)
$$

is also a Euclidean distance matrix. However, because the matrix $\tilde{P}$ is positive definite—notice that $P$ is positive semidefinite—then, the matrix $\tilde{\Delta}^2$ is circum-Euclidean. This means that the atoms of a given molecule are embedded into an $(n - 1)$-Euclidean sphere, where the position of the atoms is determined by the vectors

$$
x_r = \left( \frac{\Lambda}{(A^2 + \delta^2 I)^{1/2}} + I \right)^{1/2} \varphi_r, \quad (4.17)
$$
Figure 2. Schematic of the embedding of a graph with three vertices and two edges into a three-dimensional sphere according to the QCTB density distance (see text for definitions of the terms). (Online version in colour.)

where \( \varphi = [\psi_1(r), \psi(r), \ldots, \psi_n(r)]^T \). Just notice that

\[
\tilde{\delta}_{rs}^2 = (\varphi_r - \varphi_s)^T f(\Lambda)(\varphi_r - \varphi_s)
= (f(\Lambda)^{1/2}(\varphi_r - \varphi_s))^T (f(\Lambda)^{1/2}(\varphi_r - \varphi_s))
= (f(\Lambda)^{1/2}\varphi_r - f(\Lambda)^{1/2}\varphi_s)^T (f(\Lambda)^{1/2}\varphi_r - f(\Lambda)^{1/2}\varphi_s)
= (x_r - x_s)^T (x_r - x_s)
= \|x_r - x_s\|^2,
\]

where \( f(\Lambda) = \Lambda/(\Lambda^2 + \delta^2 I)^{1/2} + I \). This embedding is illustrated for the molecule consisting of three atoms (vertices) and two bonds (edges) in the figure 2.

By definition the matrix \( P_U = (P_{\text{odd}})^2 \), which implies that it is also positive define. Thus, using an analogous approach to the one previously described we can define the Euclidean distance

\[
\delta^2_{U,rs} = P_{U,rr} + P_{U,ss} - 2P_{U,rs},
\]

where \( P_{U,rs} \) is the \( r,s \) entry of the matrix \( P_U \). This Euclidean distance also induces an embedding of the molecule into an \((n-1)\)-dimensional sphere.

5. Bond lengths alternation in polyenes

In this part of the work, we are giving an example of the importance of the new relations found here for studying the properties of conjugated alternant hydrocarbons. We have mentioned in the Introduction the remark of Shirakawa [27] about the fact that ‘the difference between the lengths of double and single bonds decreases with increasing the conjugation and that all the bonds tend to be of equal length in an infinitely long polyene’. However, it is known that a Peierls distortion occurs, which produces a significant bond length alternation in infinite polyene of approximately 0.08 Å. Here we consider the electron density distance as a way to understand the bond length alternation (BLA) in linear polyenes. BLA is the topic of much research in theoretical and experimental physical chemistry [53–58]. We start by considering a long conjugated polyene having 10,000 carbon atoms. Then, we plot the electron density distances based on HMO and on QCTB for bonds in this polyene. In figure 3a, we plot the results for \( \delta^2_{rs} \) and in figure 3b for \( \tilde{\delta}^2_{rs} \) for the first 5000 distances. For pairs of atoms separated at about 30 bonds from the extreme of the polyene, the differences between two adjacent bonds according to \( \delta^2_{rs} \) is equal to zero. This means that according to the electron density distance based on the QCTB method there is no BLA for polyenes longer than 30 carbon atoms. By contrast, the electron density distance based on HMO gives small variations for adjacent bonds even at the centre of the polyene. These differences are of the order of \( 10^{-4} \) in the units of \( \delta^2_{rs} \). Thus, according to the electron density distance based on HMO there is still a perceptible BLA even for a polyene as long as 10,000 carbon atoms. Hereafter, we are going to investigate analytically the reasons for this bond (electron density) distance alternation.
Figure 3. Value of the electron density distance $\delta^{2}_{rs}(a)$ and $\bar{\delta}^{2}_{rs}(b)$ for the first 5000 carbon atoms of a linear polyene having 10,000 carbon atoms. The atoms are labelled from 1 to 10,000 starting from one end of the linear polyene. The inset in (a) corresponds to the zooming of the atoms 4900–5000 in the polyene. The plots are in logarithmic scale for $x$ except for the inset where it is linear. (Online version in colour.)

Let us consider a conjugated alternant polyene with $n$ carbon atoms, where $n$ is an even number. Let us designate this molecule by $P_n$ and label its atoms by 1, 2, ..., $n$ starting from one end of the polyene. The electron density distance between any pair of atoms in $P_n$ is given by

$$\delta^{2}_{rs}(P_n) = \frac{2}{(n+1)} \sum_{j=1}^{n} \left( \sin \frac{j\pi}{n+1} - \sin \frac{j\pi}{n+1} \right)^2.$$  \hspace{1cm} (5.1)

When $n \to \infty$ we can approximate the previous summation by the following integral, where $\vartheta = j\pi/(n+1)$:

$$\lim_{n \to \infty} \delta^{2}_{rs}(P_n) = \frac{2}{\pi} \int_{0}^{\pi/2} (\sin \vartheta r - \sin \vartheta s)^2 \, d\vartheta$$

$$= \frac{2}{\pi} \left[ \frac{1}{4} \left( \pi - \frac{\sin(\pi r)}{r} \right) + \frac{1}{4} \left( \pi - \frac{\sin(\pi s)}{r} \right) \right]$$

$$- \frac{\sin(\pi(r-s)/2)}{r-s} - \frac{\cos(\pi(r+s-1)/2)}{r+s}$$

$$= 1 - \frac{2}{\pi} - \frac{\cos(\pi(r+s-1)/2)}{r+s}.$$  \hspace{1cm} (5.2)

In solving the previous integrals, we have used the fact that the labelling of the atoms is consecutive, such that $(r-s) = 1$. Also note that $\sin(k\pi) = 0$ for $k = 1, 2, \ldots$. This equation consists of two main parts, the term $1 - 2/\pi$ and the oscillatory term $\cos(\pi(r+s-1)/2)/(r+s)$. The second term is the one responsible for the alternation of bond (electron density) distances in the linear polyenes. When $(r+s) \to \infty$, that is when the corresponding bonds are very far from the ends of an infinite polyene, we have that all the electron density distances are equal to each other,

$$\lim_{n \to \infty} \delta^{2}_{rs}(P_n) \approx 1 - \frac{2}{\pi} \approx 0.3634,$$  \hspace{1cm} (5.3)

which is the asymptote to which the values of $\delta^{2}_{rs}$ converges in figure 3a. However, it should be noticed that this convergence is very slow and the alternation is still observed in very large polyenes as the one in figure 3. In this asymptotic limit, the bond orders of each of these bonds is approximately equal to $\rho_{rs}(P_n) \approx 2/\pi \approx 0.6366$. Then, due to the relationship observed between
Figure 4. (a) Unpaired electron density in the 1,3,5,7-octatetraene according to QCTB and labelling of the atoms used here. (b) Plot of the calculated density distances for the different pairs of atoms separated by two bonds in 1,3,5,7-octatetraene according to the labelling provided by using HMO density matrix (solid blue line) and QCTB $P_U$ matrix (red broken line). The labeling of the bonds in the plot (b) is in increasing order starting from (1,2), (2,3),..., and so forth. In (c) the labelling starts by (1,3), (2,4),..., and so forth. (Online version in colour.)

the electron density distance and the bond length we should expect a small alternation of the last in these molecules.

6. Distance alternation beyond bonds

Now, let us turn our attention to the interatomic distance between non-bonded pairs of atoms. We centre our analysis on the Euclidean distance $d_{rs}^2$, which takes into account the radicaloid structure of molecules. Typically, there are not two radicaloids in contiguous atoms. Thus, the radicaloid structure of a molecule should not affect significantly the bond lengths in molecules. However, the same is not true if we consider interatomic distances for non-bonded pairs of atoms. In particular, pairs of atoms separated by two consecutive bonds may display relatively large unpaired electron densities on them. Such unpaired electron densities must affect the interaction between such pairs of atoms by increasing their inter-atomic distances. To illustrate this phenomenon, we select the molecule of 1,3,5,7-octatetraene (figure 4a) for which crystallographic information exists about its structure.

In figure 4b, we plot the Euclidean distances between the pairs of atoms separated by two bonds, i.e. (1,3), (2,4) and (3,5), based on the HMO density matrix (continuous blue line) and on the $P_U$ matrix. As can be seen the difference between the two approaches is very significant. While the HMO density matrix predicts exactly the same distance for all pairs of atoms separated by two bonds, the $P_U$ matrix accounts for the differences in the interatomic distance expected to be produced by unpaired electron–electron interactions. In the tight-binding context, the $\pi$-electrons over each atom has either spin up or down in an alternant way. That is, if the spin on atom 1 is up (down) the spin on atom 2 is down (up) and that on atom 3 is again up (down). Thus, it is expected that if the density of unpaired electrons at atoms 1 and 3 is relatively large, then a spin-spin repulsion should separate more the pair of alternant atoms in the octatetraene molecule. As a way of confirming this prediction, we consider the interatomic distances between alternant pairs of atoms obtained by X-rays crystallography [59]. In table 2, we give the values of the distance for the pairs of atoms (1,3), (2,4) and (3,5). We also provide the values of the HMO and QCTB
**Figure 5.** (a) Unpaired electron density in the undecacene according to QCTB and labelling of the atoms used here. (b) Plot of the calculated density distances for the different pairs of atoms separated by two bonds in acene according to the labelling provided by using HMO density matrix (solid blue line) and QCTB $P_U$ matrix (red broken line). In (b), the labelling starts by (1,3), (2,4), ..., (44,46), (1,5), (2,6), and so forth. (Online version in colour.)

**Table 2.** Interatomic distances between pairs of atoms separated by 2 bonds in 1,3,5,7-octatetraene according to experimental results [59], HMO and QCTB (this work) calculations.

<table>
<thead>
<tr>
<th>method</th>
<th>$d_{1,3}$</th>
<th>$d_{2,4}$</th>
<th>$d_{3,5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>2.469</td>
<td>2.466</td>
<td>2.468</td>
</tr>
<tr>
<td>HMO-$\delta$</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>QCTB-$\tilde{\delta}$</td>
<td>0.512</td>
<td>0.2867</td>
<td>0.4194</td>
</tr>
</tbody>
</table>

distances based on the respective density matrices. Obviously, HMO does not produce any trend as it predicts that all interatomic distances for alternant atoms are equal to the unity. However, the distance based on the $P_U$ matrix perfectly accounts for the trend observed experimentally indicating a clear increase in the separation of atoms 1 and 3 due to the large unpaired electron densities at both atoms. The distance between atoms 2 and 4 is predicted correctly to be the shortest ones of the three and the pair 3,5 still shows certain elongation due to the unpaired electron densities. This phenomenon of bond elongation due to unpaired electrons interaction was first discovered in [60]. It is plausible that quantum mechanical calculations using spin-unrestricted DFT with proper initial guesses for the spin-polarization reproduces this spin–spin repulsion and elongation of the corresponding interatomic distance. So far, such calculations have not been reported and it is remarkable that it has been described here by using relatively simple geometric parameters from the QCTB density matrix.

Similar results are also obtained for other molecules when they are treated at the HMO or QCTB levels. For instance, in figure 5 we illustrate the results for the undecacene molecule where it can be seen that HMO predicts the same separation between every pair of alternant atoms but QCTB corrects these results and produces the expected alternation in the distances due to the interaction between unpaired electron densities with the same spin on alternant atoms.

7. Conclusion

It seems curious that 85 years after Hückel introduced the HMO method we are still discovering new edges of this method at the fundamental level. We have mentioned in the Introduction
a few recent theoretical advances in HMO theory related to Green’s function, total \( \pi \) energy and QCTB. Here we continue with this set of expansions of the HMO method and have found analytically that the charge-electron density matrix of this method can be expressed in terms of odd powers of the HMO Hamiltonian. Consequently, both the charge density and bond orders can be expressed in terms of contributions from the different substructures forming a given molecule. In addition, we have defined Euclidean distances that naturally emerges from the electron hopping in molecules according to the description provided by the HMO method. We have extended our finding to the QCTB method of Luzanov et al. and have found important contributions of the unpaired electron repulsion between alternant atoms to the geometry of alternant molecules. Using our current approach we have found analytically an expression that explains the bond length alternation in linear polyenes and how it vanishes for infinitely long polyenes.

We would like to close this work by remarking what Kutzelnigg stressed in his paper entitled ‘What I like about Hückel theory’, which was also remarked by Luzanov et al.: ‘We come to optimistic conclusions as to the further role of the HMO model, not as an approximation for the solution of the Schrödinger equation, but as a way towards the understanding of some aspects of the Chemical Bond’. We believe that the previously mentioned papers and the current one contribute to this goal of keeping in very good health the HMO method beyond its 85 anniversary.
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Appendix A

Data used for picene in table 1 (figure 6).

<table>
<thead>
<tr>
<th>bond</th>
<th>X-rays</th>
<th>B3LYP/6-311++G(d,p) (^1)</th>
<th>HMO-( \delta )</th>
<th>bond</th>
<th>X-rays</th>
<th>B3LYP/6-311++G(d,p) (^1)</th>
<th>HMO-( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.429</td>
<td>1.45</td>
<td>0.7121</td>
<td>h</td>
<td>1.367</td>
<td>1.38</td>
<td>0.5382</td>
</tr>
<tr>
<td>b</td>
<td>1.388</td>
<td>1.42</td>
<td>0.6609</td>
<td>i</td>
<td>1.366</td>
<td>1.41</td>
<td>0.6172</td>
</tr>
<tr>
<td>c</td>
<td>1.412</td>
<td>1.43</td>
<td>0.6841</td>
<td>j</td>
<td>1.409</td>
<td>1.38</td>
<td>0.5432</td>
</tr>
<tr>
<td>d</td>
<td>1.367</td>
<td>1.37</td>
<td>0.4915</td>
<td>k</td>
<td>1.394</td>
<td>1.42</td>
<td>0.6438</td>
</tr>
<tr>
<td>e</td>
<td>1.410</td>
<td>1.43</td>
<td>0.6953</td>
<td>l</td>
<td>1.469</td>
<td>1.45</td>
<td>0.7275</td>
</tr>
<tr>
<td>f</td>
<td>1.414</td>
<td>1.42</td>
<td>0.6801</td>
<td>m</td>
<td>1.430</td>
<td>1.42</td>
<td>0.6675</td>
</tr>
<tr>
<td>g</td>
<td>1.414</td>
<td>1.41</td>
<td>0.6554</td>
<td>n</td>
<td>1.406</td>
<td>1.37</td>
<td>0.5174</td>
</tr>
</tbody>
</table>

\(^1\)From reference [51].

Figure 6. Labelling of the bonds in picene.
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